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AI Data Security Risks
Nothing is safe anymore



Someone on the internet

“If your solution is companies doing proper 
testing then you have no solution”



A Real Basic Primer on LLMs





Large Language Models (LLMs)

• A subset of machine learning


• Prediction model


• Tokens are character sequences 
used by LLMs



Tokens

• Unique sets of characters have 
different token identifiers.


• LLMs try to predict the next 
number in the list.


• “How many Rs are in the word 
‘strawberry’?”



Embeddings



 🚨 Math Alert 🚨



• You can extend the idea of a 
word being a number into a word 
being many numbers.


• Embeddings are numbers that 
represent a concept/idea/thing.

What is an Embedding?



Documents Can Be Embedded Too!



• Store embeddings instead of 
rows/columns.


• Finds vectors using Approximate 
Nearest Neighbours

Vector Databases
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• You can think of embeddings like 
a one way lossy function.


• While you can’t “reverse” the 
embedding you can approximate 
it really well.


• Like hash functions, passwords 
cracking embeddings will be 
“broken”. 

Embedding Reversal

[Text Embeddings Reveal (Almost) As Much As Text](https://aclanthology.org/2023.emnlp-main.765/) (Morris et al., EMNLP 2023)



Demo



How to Secure Embeddings

• Vector Embeddings are not a security layer.


• Treat Vector DBs like any other database and ensure encryption at rest is 
enabled.


• Avoid embedding highly sensitive data - redact information if possible.


• Use large chunks - the larger a chunk is the less accurate a reversal is.



Permissions and Compliance



Syncing Permissions



Semantic Permission Leaks



Agency representative in DTA interview 
Australian Government trial of Microsoft 365 Copilot

“Their information management in SharePoint is not great 
which has resulted in end users finding information that they 
shouldn’t have had access to, though this is a governance 
and data management issue - not a Copilot issue.”



• If you know what the permission 
groups are you can fix the issue.


• Use Semantic understanding of 
the content to label and 
categorise permissions.


• AI Data Security using semantic 
knowledge

Misconfigured Permissions



How to Ensure Compliance and Permissions Assurance?
• Auditing Knowledge Bases connected to GenAI is key.


• Start off small with well-known directories.


• Use AI Data Security tools.


• Avoid push/pull syncing between VectorDBs and Knowledge Sources.



Excessive Agency





• Getting the AI to run code on it’s local environment when it’s not meant to.


• Prompt engineering that creates vulnerabilities in the sandbox.


• Agents make this worse! Giving access to do work without any restrictions.

Remote Code Execution



• A vulnerability that allows data recovery from GPU memory created by 
another process on Apple, Qualcomm, and AMD GPUs.


• Impacts the security posture of GPU applications, with particular significance 
to LLMs and ML models that run on impacted GPUs.

Leftover



• What if we give agents access to 
more data!


• Scopes the information more 
towards individual servers.


• Each server needs to figure out 
how to make authentication 
work.

Model Context Protocol



• OpenAgentSpec democratises access to AI by providing a representation 
for non-programmers to understand and reason about what an Agent is 
allowed to do

Open Agent





Locking Down AI
• Think really hard about what access your AI really needs.


• Use tools and frameworks already available to make your life easier.


• Exercise principle of least privilege.



Sophisticated Attacks



Putting it all together…
Hypothetically what is the nightmare scenario?

1. A combination of Prompt Injection and Remote Code Execution grants a 
user access to your LLM on a level you did not anticipate. 


2. Using this privileged access the user is able to search all the data in your 
organisation based on semantic sensitivity.


3. Data leak, Ransomware, Compromise.


4. ☹



😨



Takeaways
• Embeddings are not a security layer.


• Audit your knowledge bases.


• Design RAG pipelines and agents with security in mind. (OpenAgent, MCP)


• Follow proper security and compliance guidelines (ISO27001, SOC2)





me.kochie.io

@kochie

http://me.kochie.io


Q&A


